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PREFACE

Over the past two decades, computers have been playing an increas-
ingly important role in Air Traffic Control (ATC) in the United States.
Despite this progress, the process of ATC and particularly the decision-
making role remain the responsibility of the air traffic controller. He
is still responsible for the second-to-second control of aircraft.

Advances in computer hardware and software technology now
promise greater automation of the ATC process and a significantly
different role for the controller. This automation brings with it the
prospect of greater productivity for controllers and more fuel-efficient
flight. Since the mid-1970s, the Federal Aviation Administration
(FAA) has been exploring means of achieving these promised bene-
fits. Laboratory simulations have demonstrated that computers can be
programmed to generate fuel-efficient, conflict-free flight profiles and
the necessary aircraft clearances (i.e., commands) for automatic trans-
mission to pilots.

In 1979, the FAA’s confidence in the success of higher levels of
automation and the strong support of the ATC system user community
accelerated the pursuit of a more automated ATC system. A small team
of industry and FAA experts was assembled to develop a concept for
Automated En Route ATC (AERA). The results of that effort are docu-
mented in The AERA Concept (FAA-EM-81-3). At about the same time,
a project sponsored by the FAA was undertaken at The Rand Corpo-
ration to consider alternative scenarios for evolution to a highly auto-
mated ATC system. An interdisciplinary team of Rand computer
scientists, engineers, and psychologists concentrated on the relative
roles of the controller and the computer and, more specifically, on
the preferred interactions between man and machine.

Uncertainties in the human’s proposed role under the AERA con-
cept prompted the preliminary design of a variety of alternatives to
AERA. This report describes and compares the critical human-factors
problems involved in AERA and a particular alternative called Shared
Control.! The results were generated by applying the somewhat lim-
ited existing body of knowledge on human factors in man/computer
interactions to future ATC concepts that substantially exceed current
experience in terms of task complexity and level of automation. The

IThe other alternative ATC concepts that were constructed are described in the
Appendixes to this report.
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analyses reported here and the conclusions regarding the advantages
and disadvantages of each concept must therefore be presented main-
ly in qualitative terms.

The FAA is now planning research, development, and experimen-
tation that will carry on this effort. Future work will be directed
toward questions that still remain open—work that will help define
the ATC system for the year 2000 and will identify appropriate
paths for evolution to that system.
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SUMMARY

N

To accommodate the predicted demand for air traffic service in the
year 2000, computer technology must augment human control skills.
Preliminary laboratory studies have demonstrated that computer pro-
grams can track aircraft, predict their future paths, generate conflict-
free clearances, and monitor them for compliance—all automatically.
This technology could automate most routine ATC tasks and could
change the human role in ATC to that of a system manager. How to
make the transition to such a system from the present one and exactly
what the future specialist’s role would be are the issues addressed by
this report.

We present three scenarios that delineate a spectrum of transition
plans: a Baseline scenario in which the human controller’s role is em-
phasized; an AERA (Automated En Route ATC) scenario in which
computers assume the primary control responsibility and perform most
ATC functions autonomously; and a Shared Control scenario in which
automated, individually invokable modules assist a human specialist
who retains the primary responsibility for control. ./ ..~

We compare each scenario’s potential for meetingxl’lree objectives:
increased safety, increased fuel efficiency, and increased controller pro-
ductivity. Our analytic framework rests on four principles: cost effec-
tiveness, technical conservatism, evolutionary progress, and human
involvement.

The Baseline scenario ultimately is uninteresting because its
“business as usual” philosophy leads to greatly increased staffing costs
to pay for reduced performance. Projected increases in demand for ATC
services will increase controller workloads and reduce margins for er-
ror. Adding more controllers and reducing sector size may meet this
demand temporarily, but increases in intersector coordination require-
ments, communication channel overload, and human cognitive limita-
tions will tend to reduce overall system safety and performance over
the longer term.

The AERA scenario culminates in a very highly automated ATC
system by the year 2000. This system would automatically perform
most control functions in en route high-altitude and transition sectors.
Because an AERA system would operate almost autonomously, with its
human “system managers” outside the routine time-critical control
loop, it requires virtually perfect software and a complex fail-safe de-
sign. If AERA can be realized, its limited domain of applicability and
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lengthy development time frame are likely to greatly reduce its po-
tential gains. Much greater technological risks would be incurred in
developing the AERA concept than in developing the other concepts
addressed here.

The Shared Control scenario offers a compromise between Baseline
and AERA by implementing modules similar to those of AERA as
controller aids at regular intervals. During the 1980s, for example,
digital communications with a tactical communications management
software system would enable controllers to store planned clearances
for later automatic delivery. Strategic and tactical planning aids, com-
bined with track monitoring aids, would extend their visualization
abilities and allow more fuel-efficient clearances. Later, during the
1990s, these functions could be integrated by an executive module.
However, unlike the AERA system, this module would perform only
fill-in duties for the controller. In the Shared Control scenario, basic
separation-assurance responsibility is assigned to the machine (which
continuously checks tracks for possible conflicts and intervenes with
avoidance instructions if required). The human controller remains
firmly in command of his suite of automated tools.

The aiding modules of Shared Control should be applicable to more
(and more problematical) ATC domains than the positive-control air-
spaces of the AERA concept. They should enable future controllers to
provide better dissimilar redundancy for the ATC system. Conse-
quently, manning requirements would be limited while the system
evolves gradually into a highly automated year-2000 ATC system com-
parable in capability to AERA, but quite different in its proposed hu-
man role.

Except for these role differences and the manner in which individ-
ual modules of automation are deployed and integrated. the Shared
Control and AERA scenarios differ very little. To combine the two
concepts, it would be necessary only to replace AERA’s emphasis on
automating as much of ATC as possible with Shared Control’s empha-
sis on extending human capabilities through a series of evolutionary
automated aids.
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I. INTRODUCTION

This nation’s air traffic control (ATC) system facilitates the move-
ment of thousands of aircraft every day. It has grown from a few inde-
pendent radar systems in the early 1950s into a highly sorhisticated
hierarchical network composed of control towers, approach controls,
and en route control facilities. From takeoff to touchdown, many pri-
vate and all commercial and military flight operations depend on radar-
assisted separation and flow management by ATC personnel.

The ATC system of today rarely fails to provide safe and expeditious
movement of aircraft. It enables flights to operate in virtually all
weather conditions. Using computers, radar, and a cadre of highly
skilled controllers, the system assures pilots of adequate separation
from one another even when they cannot see beyond the windshield. It
manages the limited capacities of our airports, impartially merging
small private planes into the same landing patterns that serve jumbo
jets.

To function, this system depends primarily on the successful inter-
play of man and machine. While controllers in the smaller-airport
tower cabs may be assisted only by a simple VHF radio, most control
functions require the technology of modern electronics—radio, radar,
and computers. Darkened rooms full of humming equipment house row
upon row of radar-generated, computer-enhanced video displays. ATC
computers associate the radar blips with stored flight-plan data, tag
each target on the scope with its identity and altitude, and continuously
check for conflicting situations in which aircraft may pass too close
together or descend too low.

More computer technology is on the way. Microwave landing sys-
tems, new controller displays, and new collision-alert systems are
among the new electronic tools now under active development by a
far-reaching, FAA-sponsored R&D program. As more of these systems
become available, controllers and pilots alike will depend more heavily
on them. Inevitably, human skills are giving way to automated control
systems.

Increased automation will help to achieve the three primary goals
of ATC:

e In -enced -+ uty.

e Airc _ t operation along optimal fuel-efficient profiles with
minimal interference.

o Increased productivity of individual controllers.
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To achieve these goals, it will be necessary to overcome the limitations
in the present ATC system and the problems it faces. Human eyes do
not see through fog; human minds sometimes make dangerous mis-
takes which may be caught by an automated backup system. More
crowded skies mean more procedural constraints on aircraft profiles
imposed by human controllers. They also mean more competition for
the same limited resources and less margin for error. The 62 percent
increase in sheer numbers of aircraft operations predicted by the FAA
for 1992 means more sectors, more controllers, more coordination, and
more dollars, unless productivity can be increased proportionately.

One way to meet this increased demand is to develop a very highly
automated ATC system. The prospect of almost total automation is no
longer only science fiction. Computers are powerful and fast enough to
project aircraft flight paths far into the future, to automatically correct
them when they conflict with the anticipated flight profiles of nearby
aircraft, and to digitally transmit the revised clearances up to the
aircraft. Machines can continuously compute and update delay predic-
tions, so that aircraft can be slowed at fuel-efficient higher altitudes
when airports are operating at peak capacities. FAA-sponsored labora-
tory research is in fact already laying the foundation for a future, very
highly automated ATC system.

The critical question in designing the ATC system of the future is
not really what can be done but what should be done. Exactly how
much and what kind of automation should assist or replace the human
controller? Should we strive for a system in which the machine has the
primary responsibility of control and human expertise is used in a
secondary, backup fashion? Or should men, in spite of their intrinsic
limitations, retain primary control responsibility and utilize machine
aids to extend their abilities? Just what is man’s optimal role in a
highly automated ATC system?

Once a future system is designed, another set of troublesome ques-
tions concerns how to implement it. What development and deployment
hurdles stand in its way? What are the best evolutionary pathways
from ATC circa 1980 to ATC circa 2000? What are the options and what
costs and benefits must be carefully balanced before choosing among
them?

This report proposes a few possible alternative pathways for ATC
evolution during the next two decades or so. We examine, compare, and
criticize these alternatives, using various metrics. We discuss their
various advantages and disadvantages. We must emphasize that our
examination, comparison, and criticism do not take the form of a tradi-
tional analysis. Quantitative “hard” data for such an analysis do not
yet exist for many of the iss :s that need to be weighed. Therefore, we
have adopted a qualitative form of analysis that identifies issues in the
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critical path of ATC evolution and specifies a framework for how quan-
titative data, when available, should be used to resolve those issues.
Finally, we outline a program of empirical laboratory research which
could provide those critical quantitative data.

Three alternative scenarios are presented in Section II. The first is
a Baseline case which encompasses most of the current aviation-related
research projects that are developing conservative technologies for
ATC. The second scenario describes AERA (Automated En Route
ATC), the FAA-sponsored R&D program to fully automate ATC func-
tions.

The third scenario, which we term Shared Control, posits a number
of automated aids which enable the human controller to retain ultimate
control and still safely handle more aircraft. It is a technically more
conservative scenario than AERA, with less lofty goals but more cer-
tain outcomes. (Two other systems that we do not consider to be viable
options at this time are described in Appendixes A and B: a Satellite-
Based ATC system proposed by various aerospace firms and a novel
Electronic Flight Rules system in which sophisticated black boxes on-
board individual aircraft would perform most ATC functions in a truly
decentralized way.)

Since the Baseline scenario simply continues “business as usual,”
the analysis in Section III concentrates primarily on the AERA and
Shared Control scenarios. Our conceptual framework for this analysis
is presented in the form of four key principles:

Cost effectiveness.
Technical conservatism.
Evolutionary progress.
Human involvement.

Because these principles provide the foundation for the evaluation
that follows, they should be weighed carefully against the reader’s own
axiomatic criteria for evaluation.

Sections IV through VI describe and contrast different aspects of
the three alternative scenarios on the basis of our four key principles.
Section IV compares the roles of the controller in each scenario; Section
V compares the three concepts technically and economically; Section VI
reviews the important differences among the scenarios and summarizes
our recommendations to the FAA's research program. Specifically, we
suggest that the AERA design be more liberally interpreted from a
human-factors point of view, that the planned automation capabilities
be scaled back to recognize the complexities inherent in this domain,
and that the planned future role of the human ATC specialist be ex-
panded rather than diminished.
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II. ALTERNATIVE ATC
SCENARIOS

A wide range of technological options exists for meeting future
needs of the ATC system. Some of this technology has almost reached
the deployment stage; some is outside the laboratory but still needs
considerable engineering before deployment; and some is only conjec-
ture from state-of-the-art research.

Our investigation will employ the concepts of systems and sce-
narios. The alternative ATC systems we discuss consist of numerous
components (e.g., communication, surveillance, problem-solving, and
management subsystems). The conjunction of these components forms
a snapshot of a full ATC system, and the linking of the developmental
phases of these systems over time comprises a scenario description. In
other words, an ATC scenario emerges when we “string together” those
interim ATC systems that might realistically form a progression from
now to the turn of the century. Performing this synthesis repeatedly to
accommodate many such coherent pathways produces alternative sce-
narios which can subsequently be evaluated.

The scenarios described below illustrate the wide disagreement in
the ATC community over the best means of achieving the goals of
increasing safety, making fuel-efficient routings available, and in-
creasing controller productivity. The disagreements stem from widely
different perceptions about what can be done and how to do it. Some
observers, for example, are extremely optimistic about technological
solutions, while others see policy-based solutions as more consistent
with the nation’s economic priorities. Within the four categories of
scenarios to follow, we have tried to capture these varying perspectives
about the future of ATC.

BASELINE

The Baseline case is a “default” scenario, in which the FAA simply
continues to develop and deploy promising system components already
under investigation. These include on/near-airport systems, surveil-
lance-system improvements, ATC-facility improvements, and cockpit-
based improvements.




On/Near-Airport Systems

Microwave Landing System (MLS). Allowing more numerous and
more reliable approach paths to existing airports, MLS will presumably
increase capacities somewhat. However, such increases are ultimately
limited by minimum inter-arrival times over the runway threshold(s).
MLSs may begin operating as early as 1985, but 1990 seems to be a
more realistic time frame.

Wake Vortex Avoidance System (WVAS). Significant reductions in
separation minima might be achieved with a system that can reliably
report on vortex activity behind approaching aircraft. A successful
WVAS could thereby significantly increase airport capacities. The time
frame for WVAS is also the late 1980s, although technical problems
make the implementation date uncertain.

Wind Shear Advisory System (WSA). Another limiting factor for
aircraft approaching an airport is the presence of major wind changes
close to the earth’s surface. WSA will make a major contribution to
safety rather than to increased capacity. It is also slated for installation
during the mid-to-late 1980s.

Surveillance-System Improvements

Discrete Address Beacon System (DABS). Replacement of the cur-
rent surveillance system with DABS has been studied for many years,
and work on the system has advanced to the field-testing stage. DABS
will improve radar coverage and reliability and will provide an air/
ground/air datalink capability.

Collision-Avoidance System (CAS). Many collision-avoidance sys-
tems are under development. Some rely on ground-derived surveillance
information; others are strictly cockpit-based and operate indepen-
dently of ground radars. Some would automatically warn pilots of im-
pending collisions in two or more stages (e.g., “proximity warning”
followed by “alert”), and most would compute and recommend avoid-
ance maneuvers for the aircraft involved. The first such system, T-CAS
(Threat Alert and Collision-Avoidance System), is scheduled for instal-
lation by the end of 1984.

ATC-Facility Improvements

Replacements to the 9020 Computers (9020R). Current ATC com-
puters were designed and built during the 1960s and early 1970s. They
remain reasonably reliable and capable, but present load factors imply
a need for them to be replaced no later than the late 1980s. New
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architectural designs incorporating functional distribution should fos-
ter even higher reliability, as well as enabling much greater expanda-
bility and flexibility. In the Baseline scenario, 9020R software would
be functionally equivalent to that in today’s system.

Electronic Flight-Strip Displays (ETABS/TIDS). Flight-plan and
other relevant flight-data information are given to controllers via flight
strips, currently printed on strips of paper. Electronic displays of this
information would increase productivity and enable more timely dis-
semination of flight-data information; demonstration programs of such
displays already exist [1]. Electronic flight-strip displays could prob-
ably be fielded in conjunction with the 9020R system.

Flow-Control Automation. Current techniques of monitoring and
controlling for delays at saturable airports could presumably benefit
from increased levels of automation. Current FAA R&D plans include
flow-control automation, but uncertainty about what will be done, and
when, is still relatively high.

Cockpit-Based Improvements

Advanced Flight Management Systems (FMS). New Boeing 757/
767 aircraft will contain over 100 microprocessors in cockpit automa-
tion, controlling almost every onboard system.! These new flight
management systems will have precise four-dimensional navigation
capabilities, enabling aircraft to be delivered over exact points in space
at exact times.

Advanced Navigation Systems. Improved Loran and satellite navi-
gation systems may begin displacing the nation’s VORTAC system,
although general aviation will undoubtedly rely heavily upon it for the
foreseeable future. This change will affect the ATC system little, how-
ever, since microprocessor-based navigation systems already permit
point-to-point routings in many aircraft.

Taken together, the above components constitute the least complex,
least uncertain scenario we consider. Of course, if some or all of these
developing systems do not emerge, even less capable ATC environ-
ments may result. Given historical and (especially) current sociopolit-
ical trends, we do not consider this Baseline scenario to be especially
optimistic or pessimistic; it is simply a harvesting of seeds already
sown.

However, these technologies alone may not be able to meet the
projected demand for ATC services, and demand-management tech-

!Personal communication with Robert W. Sutton, Boeing Commercial Airplane Com-
pany, Seattle, Washington, 1980.
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niques may be required. Whereas ATC has historically expanded as
necessary to meet the unconstrained needs of airspace users, officials
are now publicly suggesting that demand-controlled expansion of ATC
may have to be halted—that allocation of services, rather than expan-
sion of services, may be the watchword in a future “era of limits” (2].
According to H. Safeer, the FAA is actively considering such an al-
ternative [3]:

... as the costs of expanding existing facilities and constructing
new ones become increasingly prohibitive, more attention has
been paid to alternate, low investment cost or noncapital-inten-
sive techniques for accommodating increased demand.

These alternatives are generally of three types:

1. Alternative facilities to off-load congested airports (satel-
lite, reliever airports);

2. Administrative (imposing maximum limits—quotas—on

P the number and type of operations which may use a specific

’ airport or runway during a given time interval); and

3. Economic (charging variable landing fees, differentiated by
time of day and by location; auctioning available landing
and takeoff slots).

These last two measures do not physically expand capacity, but
they can postpone the need for physical expansion by promoting
more intensive and more economically efficient use of existing
capacity.

Severe service shortfalls might bring even more restrictions, like
those formulated in the FAA contingency plan for controller strikes [4]:

¢ Certain classes of flights, such as long-haul air carrier service,
might be given precedence over others, such as general avia-
tion.

¢ ATC might extend its reach even further into the pre-takeoff
stages of flight, perhaps even to determining which aircraft are
allowed into the system at all.

® Questionable services, such as flight following or radar-
assisted sequencing of VFR flights, would be eliminated, re-
defining the advisory nature of current-day ATC.

Such radical changes may come to pass if the demand for air traffic

! services cannot be met in the future. And although this scenario postu-
2
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lates increasing the size of the ATC service as demand grows, the
Baseline systems may be self-limiting on a purely technical basis.

AERA

Technological advances in automated control permit consideration
of quite a different scenario for the future. Each of the devices or
systems mentioned above improves one aspect of the nation’s ATC
system, but ATC authority remains firmly in the eyes, ears, and minds
of human beings poised over radar scopes. Suppose we could virtually
replace these fallible human beings with a set of computer modules
which could manipulate aircraft tracks so well that human interven-
tion with individual aircraft would be necessary only in response to a
major perturbation (e.g., a massive computer failure, or extensive
storm-front passage). Suppose this computer system were able to auto-
matically compute conflict-free clearances for aircraft under surveil-
lance, to automatically transmit these clearances in a timely fashion,
and to automatically monitor for compliance, taking corrective action
as required.

The FAA is making exactly these suppositions in its AERA R&D
project. The projected AERA system has been described in detail in a
number of documents over the last few years [5,6], as well as in a recent
position paper by a specially appointed panel of experts [7]. But no
AERA scenario has yet emerged, so we have created one which faithful-
ly represents the intentions of the research program and the systems
that are to emerge from it. Our scenario is based on statements of the
AERA designers and their published plans [6,7,8].

In the AERA scenario, computers would make all time-critical
ATC decisions, at least for en route high and transition sectors. Respon-
sibility for conflict recognition and resolution, as well as for flow con-
trol, would be officially transferred from the human controller to the
machine. The human controller’s role would be that of a “system man-
ager” who ensures that the automation is performing its assigned func-
tions properly and intervenes as required to handle exceptions.?

The technological goals of AERA are relatively straightforward.
Figure 2.1 shows the major automated functions of AERA. The modules
that perform these functions can be informally described as follows:

e Surveillance/Flight-Plan Datalink. Inputs and translates 9020
or 9020R information into a form usable by the other AERA

modules.

2This concept of "human as manager” has caused much consternation within the ATC
community, since everyone seems to have his own interpretation about just what such
an AERA system manager should be doing. We will consider this issue at length later
in this report.
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Separation Assurance Monitor. Performs tactical conflict moni-
toring and off-track monitoring. This module notifies the hu-
man controller whenever a potential problem is encountered
and issues last-ditch resolution commands directly to the air-
craft involved.

Strategic Planner. Performs profile generation and strategic
planning. The strategic planner would perform the longer-term
decisionmaking task of deciding which aircraft are candidates
for course revision, based on estimates of speed, heading, alti-
tude change, converging courses, delay requirements, and the
like. Its output would be the high-level instructions used by the
tactical executor.

Tactical Executor. Performs tactical command generation. This
module set would translate high-level instructions, such as
“Pass aircraft X behind aircraft Y,” into the specific commands
required for satisfaction of the implied goal.

Man/Machine Interface. Provides an interface between con-
trollers and the AERA problem-solving modules. Displays may
roughly follow the design set forth in Ref. 8. Several options
exist for partitioning the overall ATC task between controller
and machine: The controller may be required to deliver by voice
radio the clearances “suggested by” the automation; he may be
required to approve such clearances prior to delivery by simu-
lated datalink; or he may have only veto power over such clear-
ances.

Failure Recognizers and Reconfigurers. Several schemes for
recovery have been postulated, all based on the premise that if
the human manager is not routinely in the control loop, he
cannot react to system failures quickly enough to be effective.
AERA is designed with redundant, fail-safe processors to guard
against complete hardware failure. It uses multiple layers of
separation-assurance software, so that subsystems are continu-
ously checking each other for potential conflict situations. If a
catastrophic centerwide failure should occur, the center’s
AERA will activate backup clearances and initiate a stabilizing
process which, depending on the specifics of the failure, will
divert its traffic to adjacent centers or initiate manual control
procedures locally.

g Ky
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The F2 A plans extensive testing of AERA before deploying it. After
a laboratory development phase during the early 1980s, the system will
be tested at the FAA Technical Center in Atlantic City and then in a
real ATC center. Interfaces with either the 9020s or their replacements
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(if available by then) will be constructed so that an AERA prototype can
be presented with live data and real situations. Only after the system
has proved itself repeatedly in such “shadow mode” operations will it
be deployed in centers as the primary controlling entity.

However, some components of the AERA concept, notably those
involving automatic planning of navigation-direct and fuel-efficient
profiles, may be fielded earlier as controller aids. These aids, which will
probably be installed during the late 1980s, should allow controllers to
authorize more direct routings by using simplified AERA algorithms
to compute conflicting situations. But AERA advocates repeatedly
point out that these components will achieve the hoped-for gains in
productivity only when a complete system is available. In keeping with
this philosophy, our scenario does not envision a significant AERA
impact before the end of the 1980s.

Optimists believe an early AERA could come on-line at a real ATC
center around 1990. Pessimists suggest 2000 as the earliest possible
date. Our scenario takes a moderate position on the timing of its im-
plementation: During the early 1990s, full-scale testing of AERA I is
completed and a contract for construction is awarded; by the mid-1990s,
some version of AERA will be on-line at some centers; and by the late
1990s, AERA should be on-line and “in control” at all centers.

According to current plans, its contributions at that time will be
confined to high-altitude and transition airspace sectors. Although con-
troller staffing levels in terminal areas will continue to climb, en route
centers will experience first a leveling and then a decline in manning
levels as AERA takes over the routine en route ATC functions. Table
2.1 summarizes the major events in this scenario.

SHARED CONTROL

The AERA scenario raises uncertainties that make it a very high-
risk proposition: Is the role of “system manager” viable? Can automa-
tion indeed handle almost all traffic situations with no human inter-
vention? Will the automatic error-detection and reconfiguration
procedures work? Can the touted gains really be achieved? Considering
these uncertainties, is there an acceptable alternative—that is, one
that meets the projected demand for ATC services but relies less heavi-
ly on untested automation?

Our answer is, Maybe. We have postulated a scenario based on such
an alternative. This alternative, Shared Control, parallels AERA in
many respects but focuses on keeping the human in the control loop at
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Table 2.1

Synopsis oF AERA SceNARIO MAIN EVENTS

19%1:
e Development continues in laboratory on highly automated control algorithms and
human interfaces.
e Evolutionary deplovment plan is developed.

1985:
o AERA testbed is complete: laboratory experimentation demonstrates feasibility
of giving machine primary separation assurance responsibility.
e AERA failure modes are defined and design work completed.
® Contracts are awarded for initial AERA modules which will provide controllers
with automatic profile-generation and conflict-checking aids,

1990:
e Replacements to 9020 computers come on-line at all centers.
® AERA testbed field tests are complete; contracts are awarded for construction of
first fieldable AERA system.
® First AERA-derived automated aids are fielded and used in en route centers,

1995:
o AERA is on-line at one center for extensive testing.
® All centers are using some set of AERA-derived automated aids.

2000:
® All centers have AERA on-line.

all times. This concept arises from analyses which suggest that man
is likely to be a poor system monitor unless he is actively involved in
the control process [9]. It continues the evolutionary development and
deployment of automated aids—not replacements—for air traffic
controllers through the next two decades. The Shared Control scenario
reaches much the same level of automation as AERA by the turn of the
century, but the pathway there is markedly different.

In this scenario, the controller’s verbal workload will initially be
reduced. By about the mid-1980s, DABS, ETABS, and other digital
communication support devices will be integrated to enable a signifi-
cant portion of air/ground communication to be made digitally. Special
cockpit “digicoms” will enable pilots to send and receive encoded mes-
sages. For flights that have no digicom capability, a voice generator
might transform the controller’s digital commands into “spoken” clear-
ances transmitted over the usual VHF communication channels.
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The controller’s mental workload will be reduced by a special digi-
com interface called a Tactical Communications Manager (TCM). The
TCM provides an electronic blackboard upon which controllers can post
clearances for later delivery according to anticipated temporal or spa-
tial conditions. For example, instead of having to recall a planned
off-airways vector or anticipated altitude change, a controller will enter
a planned command into the TCM for issuance when the appropriate
airspace pattern develops. Libraries of standard procedures will facili-
tate the entry of complex but frequently used plans. The TCM should
function as a notepad, assisting the controller in memory functions and
freeing him to concentrate on planning for the future.

Since clearances will be routinely stored in the computer if the TCM
is being used properly, a monitoring and planning aid can be added
which utilizes these clearances to predict the future. The first of these
aids, a Plan-Ahead Monitor (PAM), is similar to but simpler than
AERA’s Strategic Planner. It should aid the controller’s visualization
process, back up his separation-assurance control function, and free
him of the need to perform track, conflict, and flow prediction mentally.
(Some rudimentary aids exist for the latter function even today.) PAM
is designed to use stored aircraft performance parameters, airspace
knowledge, and planned clearances to dynamically display potential
“futures” on controller command. It will have numerous modes of oper-
ation:

e A background mode, which performs global conflict monitoring
and alerting continuously. This mode can be thought of as an
“intelligent” version of the current-day conflict alerter, in that
intended flight-path alterations will be known to PAM through
the stored digital clearances. It implements the functions
planned for AERA’s Separation Assurance Monitor.

e A time-based look-ahead mode, in which time can be manipu-
lated according to controller directives input via an appropriate
analogue device such as the current trackball. In one such
mode, spinning the trackball quickly to the right would ad-
vance time quickly forward, and an auxiliary planning display
would show aircraft moving “supersonically” across the screen.
Spinning more slowly might cause time to move more slowly—
in the vicinity of some future interesting event, for instance. An
aircraft-specific mode might also be available in which a flight
path could be artificially cursor-controlled and a clearance plan
automatically generated in response to that motion. In this
mode, the controller can place the planning screen’s cursor over
the subject aircraft and “maneuver” it in fast time to achieve
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some desired profile. Other aircraft on the screen will be updat-
ed according to their velocities relative to the subject aircraft,
so that the screen always shows a consistent picture of projected
futures. When the profile is completed, PAM will automatically
construct and store as a clearance plan the required vector/
altitude/speed commands to effect that profile.

o A spatial look-ahead mode. The future need not be presented
in a time-varying fashion; instead, aircraft profiles might be
drawn and conflicts shown directly over the space in which they
might occur. Either horizontal or vertical profiles might be used
in this presentational concept.

A rudimentary simulation of the space-based look-ahead mode is
already being demonstrated in the laboratory, and present-day simula-
tion techniques would be suitable for PAM’s software. PAM will enable
the controller to take advantage of the reduction in monitoring work-
load achieved by the TCM by providing a more precise picture of the
future than he can project mentally.

Expansion of PAM beyond simple look-ahead to include a modest
planning function characterizes the mid-1990s stage of this scenario. A
set of planning aids, which we call Autoclear, will be deployed which
roughly parallel AERA’s Strategic Planner and Tactical Executor.
These aids are a straightforward extension of PAM’s aircraft-based
look-ahead mode described above. Individually invokable modules for
most planning functions will be available to the controller at the push
of a button. He might request advice on strategic options for a particu-
lar aircraft or group of aircraft. He could send this strategic plan, a
modification of it, or a new one of his own design to a tactical executor
which will then create a specific sequence of commands for issuance by
the TCM. As an integral part of a man/machine system for generating
clearances, the human controller will generally reserve the higher-
level decisions for himself and use Autoclear to perform the low-level
details. He should rarely be involved in the minute-to-minute oper-
ations of conflict monitoring and clearance issuance, but should be able
to spend even more time than before designing efficient yet safe routes
and flow patterns.

To confront problems in the increasingly congested terminal areas
expected during the mid-1990s, this scenario emphasizes the develop-
ment of “intelligent” cockpit displays of traffic information (CDTI).
Onboard processors will use DABS-transmitted surveillance data to
electronically inform pilots of the local traffic [10,11], and the “intelli-
gent” CDTI of 1995 will efficiently filter out irrelevant traffic and
interact with various collision-avoidance systems when a conflict does
occur.
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Finally, by 2000, the Shared Control scenario posits two variations
of Autoclear: a relatively simple version adapted for use at the termi-
nals and a more complex one, called Autoclear II. for the en route
centers. The “old” Autoclear will consist of numerous distinct modules
which, by the late 1990s, will have undergone many revisions. updat-
ings, and enhancements based on feedback from its users. Autoclear 11
will integrate all of these modules under the control of an Executive
problem-solving system. The Executive will then monitor the state of
each sector environment, automatically activating appropriate individ-
ual functions. A complete flight profile and its attendant clearances
will be constructed, transmitted, and verified by the Executive as re-
quired.

Although Autoclear II will have roughly the same capabilities as
are planned for AERA, it will typically not be allowed to manage a
sector alone. Autoclear II will perform the lowest-level separation man-
agement functions and will be used to construct and issue “reasonable”
clearances at high traffic densities. But the human controller, with his
superior global perspectives and situation-specific knowledge, will fre-
quently override the Executive and manipulate the Autoclear subfunc-
tions directly to produce customized—and better-—clearances than the
machine would. In so doing, he will continue to perform many of the
ATC tasks he does today. The difference is that in 2000, he will rely
heavily upon a vast array of automated aids.

Figure 2.2 illustrates the automated functions we envision for this
scenario, and Table 2.2 details its developmental time schedule.

OTHER SCENARIOS: HIGH-TECHNOLOGY ATC

Solutions that rely on even more advanced technologies are also
being discussed within the ATC community. We describe two such
scenarios in Appendixes A and B. The first uses satellite-based com-
munications to coordinate a nationally centralized ATC system. This
extraordinarily complc - system demands extensive development of
new technologies and replacement of all existing facilities. We conclude
that it is too revolutionary and too costly for its uncertain benefits. The
second high-technology scenario, termed Electronic Flight Rules
(EFR), uses onboard processing to shift all separation responsibility to
the cockpit. This scenario also requires revolutionary technological
development and is, we feel, likely to be significantly less safe than
either the Baseline, AERA, or Shared Control scenarios. We shall not
discuss these high-technology scenarios further in this analysis.
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Table 2.2

SyNopsis OF SHARED CONTROL SCENARIO MAIN EVENTS
1981:

® Policy decision is made to emphasize AFKRA functional modules as individually
invokable controller aids.

e [igital communication requirements are defined: air ground protocols are de-
signed to support these requirements,

e TCM testbed is under construction.

e [’AM designs are under development.

1985:

o DARBNisoperational inselected terminal areas: digicom isbeing field-tested: fleet
equipage is still low but increasing rapidly.
o TCM and ETABS are implemented in all centers,
o PPAM is undergoing field tests at selected centers.
o Initial Autoclear functions are defined; initial designs are completed.
1990
® A M ison-line in all centers.
® Some Autoclear functions are in field tests; some are still in laboratory.
19495
® Autoclear is on-line in all centers.

e Refinements suggested by controllers result in new releases of various functions
from time to time.

® Executive to unify Autoclear functions is defined and undergoing laboratory
testing,

2000;
e Autoclear 1. including Executive. is on-lin» yii all centers.
e Evolution continues as refinements increase A itoclear I1 performance.
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III. GUIDING PRINCIPLES

The scenarios described above are designed to achieve similar goals
by extremely diverse means. They present many options that must be
carefully weighed and analyzed before choices are made that will affect
R&D programs costing millions of dollars.

The FAA has already asked a number of organizations to address
the question, What should the future of the ATC system be? These
organizations have used a variety of methodologies—eliciting and sta-
tistically analyzing the opinions of panels of experts [9,12], running
demonstration projects using highly simplified domains 5], creating
designs from “scratch” [13], and getting the ATC controllers themselves
to assess their future needs [11).

This problem encompasses many issues common to the definition
and design of human/machine decisionmaking systems. We have thus
approached it from the perspectives of computer science, engineering,
human-factors psychology, and the emerging field of cognitive scieace.
We have attempted to use existing quantitative data—projected growt.
rates of the controller force under various conditions of automasisn
development, projected demand for ATC services, and previously suc-
cessful applications of related technologies—but most of these have
proven to be of questionable relevance to our analysis.

Consequently, we have relied heavily on our own observations of
current ATC operations and laboratory simulations of ATC tasks.
These observations led us to adopt four qualitative principles for evalu-
ating potential systems and scenarios: cost effectiveness, technical con-
servatism, evolutionary progress, and human involvement. Each
principle embodies our value judgments and is viewed by us as axiomat-
ic; by rejecting one or more of these principles, one can logically derive
conclusions about the possible systems and scenarios that are different
from those presented here. However, these are the principles that have
emerged consistently both in our research and in the research of others.

COST EFFECTIVENESS

Each scenario provides some improvement in ATC system safety,
aircraft fuel-efficiency, and controller productivity for a given expendi-
ture of money. Some scenarios may net more improvements than others
for the same expense, or they may net the same level of improvement
earlier for the same cost. Some scenarios may require a certain mini-
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mum investment before paying off at all. Some may require massive
expenditures of R&D dollars before we can even know whether or not
they might pay off.

Our principle of cost effectiveness gives the highest ratings to those
scenarios that have the earliest, biggest, or most certain payoffs and the
widest application. A scenario that achieves modest gains quickly may
be more cost effective than one with a greater but delayed payoff.
Similarly, a scenario that is almost certain to succeed is rated above one
that costs about the same but whose outcome is less certain. Since no
reliable cost and performance data are currently available, we can offer
only qualitative estimates of the costs and risks of pursuing any of the
scenarios.

TECHNICAL CONSERVATISM

The future ATC system must be built upon a foundation of reliable,
expectable, conservative technology. Unfortunately, there is no univer-
sally agreed-upon definition of what constitutes a “conservative” tech-
nology. Some will argue that only today’s proven technology is
conservative, even though our horizon extends 20 years beyond these
concepts. Others will argue that 20 years is a long time, that today's
emerging technology will be well-established by then and thus can be
regarded as conservative for planning purposes. Still others will sug-
gest that anything that can be imagined within this time period should
be included.

We favor the moderate position. Although hardware capable of
supporting a highly automated, high-performance ATC system is likely
to become quite reliable during the next 20 years, and software to
perform most routine controller tasks will also advance significantly,
the ATC system cannot gamble on these expectations. It must design
and develop scenarios within the context of capabilities that can be
convincingly demonstrated in today’s laboratories. We must remember
that the potential costs of R&D failure or delay in a highly interdepen-
dent ATC system are very high. Projected performance gains must be
weighed very carefully against those costs for worst-case outcomes.

EVOLUTIONARY PROGRESS

The principle of evolutionary progress covers two important phases
of a scenario: its deployment and its development. During deployment,
each succeeding system that is introduced as a scenario progresses
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must be smoothly incorporated into the existing ATC environment,
perturbing ongoing operations as little as possible. Clearly, human
users must become familiar with each new system before abandoning
the procedures or facilities it replaces.

Similarly, graceful evolution is important during system develop-
ment. No advanced system will spring from its designers’ minds fully
matured; time and opportunity must allow the system’s users to com-
municate their changing needs to the designers. As users adapt to the
new system, a feedback pathway must exist for them to suggest changes
they could not have anticipated before using initial versions of that
system, to say to the designers, “Now that I've had some experience
with what you've given me, I know what I really needed in the first
place.”

HUMAN INVOLVEMENT

The principle of human involvement is surely the most controver-
sial and, for us, the most crucial. It asserts that the human role should
not be determined solely by what the machine can do best, but also by
what the human must do at all times in order to support or maintain
his performance for those tasks the machine cannot or will not be
allowed to do. This principle is usually taken to mean that the human
must be continuously and intimately in the control loop. It does not
become controversial until we try to get consensus on just what that
means. Some agree with the following assertions from the FAA’s Tiger
Team on AERA [7]:

The controller is in the loop in today’s system. The controller
is not in the loop in AERA with respect to aircraft control,
neither is he required to monitor clearances. AERA or a pilot
might ask the controller to monitor or handle certain situa-
tions, but this is control by exception. The controller is the
manager of AERA and traffic flow, but does not control individ-
ual aircraft. He is provided with system status, weather, traffic
demand and capacity displays to perform his managerial re-
sponsibilities, as described below.

In this manner, the controller is relieved of routine, which
should minimize errors, and has the more rewarding responsi-
bility of creatively using ATC and AERA assets to satisfy traffic
demand.

Others will agree with S. Poritzky, director of the FAA’s Office of

Systems Engineering Management [14] :
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We have talked about the controller as “system manager,” but
other than that it sounds nice, we don’t know what a system
manager is in this context. Does he simply look at a panel of red
and green lights, and start to worry when the light turns from
green to red? Does he actually perform the same process that
the machine is performing so that he can take over in case the
machine fails? Just what does a system manager do? In an
automated system, who has the final responsibility for separa-
tion? If a catastrophe should occur, who is responsible—the
controller, the machine, the computer programmer, who? If you
let the automatic process operate in such a way that in the
event of a failure, the human controller can take over the whole
show instantaneously, then why bother to do it at all? If the
process normally runs automatically, but fails occasionally,
leaving the job to the controller, how does he maintain profi-
ciency in what is—by common consent—a tough control prob-
N lem?

Researchers in Great Britain take this sentiment even further [15]:

1 It is argued here that this primary involvement of the controller

is a sine qua non for computer-based ATC systems. Without it,
there is a danger of the controller’s becoming remote from the
practical situation . . . and of being less than efficient in inter-
vening when the need arises. This principle is at variance with
some current U.S. systems research in ATC [here some AERA
work is cited], which proposes that new conflict-free clearances
be generated automatically by program and presented to the
controller for a check before being delivered automatically to
the aircraft. Hard evidence is notoriously difficult to obtain on
such issues, but there would seem to be a risk of the controller’s
t losing contact with the traffic situation as a result of such a
passive role. . . .

Even if we keep the human “in the loop,” however, we must also
agree with Poritzky’s statement at a recent Office of Technology As-
sessment seminar [16] :

If we are to provide a high level of flexibility in aircraft oper-
ations and permit conservative fuel use, we believe the task of
air traffic control—that of traffic separation and efficient flow
management—will require juggling more variables than can be
done successfully by human controller teams alone.

" SR

So the question of how much and what kind of human involvement
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is necessary to satisfy this principle stands at the very heart of our
analysis. More than any other principle or metric, human involvement
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may be decisive in choosing a “best” scenario. Each scenario presents
a markedly different option: The Baseline case keeps the human firmly
and completely in the loop; the AERA case takes him out of it; the
Shared Control case keeps him somewhere in the middle during most
of its span, although it begins to converge with AERA in its latter
stages.

The answer to this question must be based on an intimate under-
standing of human and machine capabilities and limitations. If one can
convincingly argue that the whole of ATC can be automated, then how
or why the human being would fit into the system becomes merely a
political issue. If ATC cannot be completely automated, then allocating
tasks between man and machine requires balancing human and ma-
chine skills optimally. This problem is not unique to ATC, of course, and
there is a wealth of human-factors and system-design studies on the
subject. Mertes and Jenney (9] have compiled and summarized the
following important conclusions from these past studies of human and
machine performance characteristics:

e Man is an unreliable monitor. The more passive his role in
a system the more he tends to withdraw from the system by
letting his attention wander or even by going to sleep. If it
is desirable that man serve as an emergency backup, then he
should be given tasks to keep him aware of what is happen-
ing in the system so that he can take over when needed. It
may be necessary to give him these tasks even though they
could better be done by a machine. (p. A-3)

e The human operator should not be assigned monitoring
tasks that require continuous attention to a display unless
absolutely necessary. (p. A-3)

e Humans are relatively poor, with respect to machines, for
performing routine, repetitive tasks. (p. A-3)

e In perception the human has distinct advantages over ma-
chines. Humans perceive patterns, not isolated bits. These
patterns are not restricted to one sensory modality, but may
include some or all of them. ... Man can also perceive pat-
terns of events occurring over time and thereby anticipate
events; this is behind much of his ability to learn. (p. A-18)

e The ability to reason inductively, that is, to make generaliza-
tions from specific observations is perhaps man’s greatest
claim to fame. . . . He is the only available computer able to
solve problems by logical induction. (p. A-24)
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¢ Generalized information processing and decisionmaking
should be performed by personnel where:

a. Pattern perception is important (especially where pat-
terns may change in size, position, or energy configura-
tion (types and strength levels) under different condi-
tions).

b. Long-term storage of information is required.

c. Insight, discovery, or heuristic problem-solving is re-
quired.

d. Decisionmaking and learning in a complex changing sit-
uation are required.

e. Ability to improvise and adopt flexible procedures is
important and, within the state of the art, cannot be
built into a machine program.

f. Number of low-probability events which might occur is
high and the cost or capacity of machine programming
is exceeded by the requirement.

g. Inductive reasoning is required, i.e., a requirement ex-
ists for generalizations to be made from the specific
events. (p. A-11)

The implications of this synopsis of human-factors literature stand
out clearly: Routine, repetitive operations should be automated if possi-
ble, but the handling of exceptional and “fuzzy” information requires
man’s intellect. If his intervention is to be required, then he must be
assigned a suitable level of task involvement to keep him attentive and
ready to perform his duties.

Two controversial issues prevent these conclusions from generating
a consensus about human involvement in a highly automated ATC
system: The first is the issue of exactly how complex and “fuzzy” ATC
problem-solving is—that is, how much of it really requires human
capabilities. The second is a disagreement about what “suitable level
of task involvement” means.

Most observers of ATC operations concede that much of what con-
trollers do is routine, repetitive, and automatable. Some observers go
beyond that by asserting that almost all of the task is automatable, that
the complex pattern-matching and decisionmaking behaviors which
characterize human performance in ATC are really just poor approxi-
mations of mathematical projections which a computer can perform
much better. However, our observations at local centers and TRACONs
have convinced us that much, if not most, of a controller’s time is spent
on tasks that require distinctly human skills: negotiating flight-plan
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changes with pilots, vectoring aircraft around rapidly changing severe
weather, deciding upon general operational configurations with other
controllers, and the like. These tasks also require experience, maturity,
and flexibility—the blips on those screens are, after all, real people who
change their minds and make mistakes. Clearly, human involvement
in ATC means comprehending and responding to situations whose com-
plexity mainly stems not from profile projections but from the breadth
of man’s shared experiences.

The “suitable level of task involvement” required to perform this
complex role remains an open question. Some systems designers assert
that a future human “system manager” does not need to continuously
monitor and manipulate the individual aircraft on his screens, but that
hz should only have to handle more abstracted information, such as
aggregates of planes or flow patterns. However, the “holistic knowing”
which comes from an intimate involvement in every detail of the traffic
control process may be necessary to sustain the complex controller
behaviors mentioned above. In many instances—particularly in those
that involve life-or-death situations—there simply may not be time to
query the computer for an answer.

To the extent that humans simply back up the automated system—
that is, exercise little or no control unless the machine functions un-
satisfactorily—the resulting boredom of the task can present a safety
hazard. Thackray, Bailey, and Touchstone [17] found that increasing
the boredom of subjects monitoring radar displays increased fatigue,
irritability, strain, and response times and decreased attentiveness and
arousal. Thus, removing the responsibilities of controllers may lead to
seriously deficient performance in situations where human interven-
tion is required.

In summary, then, the principle of human involvement means that
a future ATC specialist must be given enough automated assistance to
enable him to manage increased traffic loads while still retaining
enough control responsibility and information to manage the overall
system operation. It means that the automation may assist, but not
completely do away with, a controller task unless it can perform the
task completely and reliably, as well as all the other tasks that “de-
pend” on that task. The principle of technical conservatism further
constrains automated performance of human tasks, leaving us with
rather strict requirements for the human role in any automated ATC
system.
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IV. HUMAN ROLES IN EACH
SCENARIO

Each of our three scenarios posits a different role for the future
“ATC specialist.” This section discusses those alternative roles.

We must initially distinguish the multiple human roles in any ATC
system. Management personnel, data-systems specialists, radar-con-
trol teams, and trainees all contribute to the successful operation of an
ATC facility. These role distinctions will endure. However, we shall
limit our discussion to the sector control teams! per se, those
individuals who man the radar sector positions. communicate with the
aircraft, and control their passage through the sector.

To be sure, future control teams may differ in size and function from
the present ones. An AERA control team, for example, may oversee
much more airspace than is encompassed by a current-day sector. There
may be a much larger team of information-processing specialists to
tend the extensive automated systems. These specialists will be instru-
mental in recovering or reconfiguring during failures, but their routine
functions will consist primarily of specializing and improving the facili-
ty’s hardware and software.

Our analysis of human roles is strictly limited to the active control
functions, which range from tight, open-loop manual control in the

Baseline scenario to general, closed-loop managerial duties under
AERA.

BASELINE

Except for an increase in coordination activities, the controller’s
role in the Baseline scenario will presumably be an extension of what
he does today. By 2000, there will be twice as many controllers handling
twice as many aircraft, and they will have a few additional automated
aids such as ETABS and more reliable computers with the new 9020Rs.
Average sector sizes will be smaller to keep individual control team
loadings manageable, but basically, ATC in 2000 will parallel ATC in
1981.

We see a singularly difficult problem arising from this straight-line
extrapolation process of adding more controllers who simply coordinate
with each other more than at present: How small can sectors get before

1A control team generally consists of one to three persons.
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the problems of coordination overwhelm the control teams? That situa-
tion already exists at the Los Angeles TRACON “Downey” sector,
where traffic loads regularly surpass a desirable maximum for a single
sector. All attempts to split the sector have failed because of coordina-
tion problems between the newly created sectors.2 We expect more such
situations to arise as veritable atomic limits are reached on sector size.
Coordination procedures already account for roughly half of a control
team’s workload, and as these procedures become more frequent, the
time available for monitoring and planning the controlled airspace
decreases, finally resulting in a sector which cannot be effectively
controlled.

AERA

Installation of the first AERA system will herald a significant,
radical change in the role of the ATC specialist. Instead of controlling
individual aircraft as he does today, he will manage a massive automat-
ed system which will control the aircraft for him, under his direct
supervision.

Human roles in the AERA scenario will be characterized by two
distinct phases. The first phase will be an interim period while AERA
is being introduced. A few partial-AERA control aids (like the planning
aids identified earlier) will be provided, after which the full AERA
system will be installed but will operate in a “background” mode while
being configured to the particular center’s airspace. In the second
phase, AERA will assume full primary control and the specialist will
cease to be in the control loop.

During the transition phase, a difficult transfer-of-control problem
will face ATC decisionmakers. The specialist will still be responsible for
controlling aircraft, yet the machine systems will have to be gradually
given more and more of this responsibility. The machine will be making
recommendations to the specialist which he cannot verify directly and
which must therefore be completely correct and trustworthy. If the
specialist chooses to accept inadequate recommendations, is he to
blame for not overriding the machine? And if he rejects superior recom-
mendations, thereby wasting an aircraft’s time and fuel, has he also
acted improperly?

One way to circumvent this dilemma is to build machine functions
that are trustworthy and complete in their problem-solving skills be-
fore they are fielded. (We shall assume for the purpose of discussion that

2Personal communication with David Ross, Los Angeles TRACON Data Systems
Services Officer.
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this can be done.) The temptation is strong to then vest full and com-
plete responsibility in the machine for those tasks that it has proven
it can handle. An almost instantaneous transition to AERA or some
significant subset of it may leave controllers unable to cope with their
new managerial responsibilities, never having had a chance to get used
to their much-altered new role.

This concept of “managerial responsibilities” also merits closer
scrutiny. If the transition to AERA is in fact made successfully, the
ATC specialist should become its system manager. But little informa-
tion exists about precisely what an AERA system manager would rou-
tinely do. Is the human specialist to be left with obsolete skills and a
few “fill-in” duties, such as voicing machine-generated clearances over
the VHF radio and inputting pilot replies and requests? Such a role is
outlined in Ref. 7 (Section VI), but more work needs to be done and the
role remains poorly defined.

We have attempted to clarify this role by extracting the human
functions specified or implied in the AERA design document and detail-
ing them on the basis of our experience with other man/machine deci-
sionmaking systems. A synopsis of these roles is given in Table 4.1.

In this listing of behavior patterns, the ATC specialist’s routine role
is that of a system monitor and special-case resolver. He will assign
machine resources to ensure their efficient use and monitor the general
system health. He will initiate failure-mode reconfiguration proce-
dures if his monitoring turns up too many anomalies. He is expected
to monitor aircraft tracks for suboptimal or erroneous machine han-
dling and intervene appropriately to correct or improve the situation.
(This function will be done by spot checks or in response to machine
requests, since routine traffic loads will exceed human capacity.) He
will revise machine-generated clearances to accommodate pilot re-
quests, weather, and other special situations that the machine cannot
handle, either because it is not programmed to perform that function
at all or because its capabilities are inadequate for the situation. He
will fine-tune machine problem-solving functions to meet special cases
in his sector.

The prospects for this role definition becoming reality depend
primarily on the capabilities of the automated control system. If the
machine routinely handles virtually all of the traffic situations com-
pletely, leaving the human with little to do, this role is indeed manage-
able (although not particularly desirable or interesting). The main
problems facing the human would be skill loss over time and lapses in
attention caused by the low frequency of important events. These prob-
lems may be alleviated by frequent training and a requirement for
regular reporting behavior when working a shift.

But suppose the machine cannot perform flawlessly and must ask
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for assistance from time to time. (We shall discuss this possibility in
more depth in Section V.) The ATC specialist, although managing the
system, will nonetheless be outside the routine problem-solving loop.
Will he be able to intervene, diagnose the situation, and in a timely
manner solve the problem which the machine cannot? Will he be able
to observe trouble spots the machine itself does not know exist through
his routine monitoring? Research on human performance and our pro-
fessional judgment suggest that this could be a very difficult task for
a human [9,17,18].

If this role for the human seems problematic, consider the massive
role alterations that will be instantly required if (when) AERA fails.
According to the AERA Concept Document, a major portion of which
is devoted to a detailed description of how AERA’s fail-safe system
would work, backup clearances guaranteed to be conflict-free for a short
period would be continuously computed and stored. If a failure oc-
curred, either because of actual AERA failure or an operator-initiated
reconfiguration, these clearances would “drain” the airspace while oth-
er AERA failure-mode functions would reconfigure the center (or adja-
cent ones) for manual, present-day-style control.

Merely spotting such an emergency situation is difficult enough,
even assuming the productivity gains expected by AERA designers are
achieved (a factor of two or more). Reverting back to manual control
may be impossible. AERA designers, recognizing this fact, intend for
most of this backup function to be performed automatically, without
human intervention. In the event of a massive AERA failure, the back-
up clearances would immediately become active, directing aircraft to
contact adjacent centers for further control instructions, fly prescribed
conflict-free (for 10 minutes, at least) courses out of the area of failure,
or otherwise divért in the safest way possible. Flight plans would be
sent automatically to the alternative centers, which would then assume
control of the affected center’s aircraft.

We do not know whether this fail-safe design will work; we perceive
a high degree of uncertainty in it. It requires that either (1) the auto-
mated equipment will be able to handle virtually every aspect of the
failure reconfiguration, or (2) the human operator will be able to recon-
figure a system in which he is not actively involved. We think that
many, if not most, failure conditions may be amenable to this plan, but
such a combination of man and machine is extremely volatile and really
not well understood today. Therefore, it cannot be described as a techno-
logically conservative design approach.

So far, we have focused on only one failure mode, massive, large-
scale, centerwide AERA failure. If state-of-the-art distributed comput-
er architectures are used for AERA as planned, the probability of that
event approaches zero. Much more likely is the failure of an individual
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function te.g., tactical execution or strategic planning). Different
events may be considered “failures” in this context, each possessing
intrinsically different levels of severity:

¢ A hardware device may fail. Most severe would be the entire
suite of computers and their backups which perform one func-
tion; much less severe would be the failure of only one. In the
worst case, the controller would be required to intervene until
one of the redundant machines could be replaced or fixed; in the
case of one machine failing, an automatic switch to an operative
backup would occur, disrupting operations little if at all.

e A software system may fail or may be unable to handle a
particular situation and will report that fact to the human
operator. In this case, the operator might log the failure and
intervene to resolve the problem. Presumably, this would occur
routinely and frequently, since it is clearly impossible to pro-
gram AERA to handle every contingency.

e A software system may function normally but perform its func-
tion inappropriately. In other words, it may fail but not know
that it did so. This is the most insidious type of failure, and the
type that will be the most difficult to detect and correct. Yet we
would expect it to be the most common, especially during the
early stages of AERA’s existence. The controller will be ex-
pected to monitor and compensate for such deficiencies in
AERA'’s programming.

Hardware failure is the easiest to deal with and prepare for, since
backing up hardware with duplicate devices is relatively simple and
inexpensive. Furthermore, detecting hardware failures is almost as
easy as detecting massive centerwide failures; and accommodating
them is either an automatic procedure or merely involves switching to
the backup system(s).

Software deficiencies, planned or not, are more difficult to handle.
Planned deficiencies incre::se the routine workload and training re-
quirements of the controller, but they also perform a valuable function
in that they require him to become regularly involved in what is other-
wise a passive monitoring process. Unplanned software deficiencies can
cause great problems, however, because they can disrupt operations at
inopportune times. A good example would be the conflict resolver that
reports a few seconds before a collision is about to occur, "Sorry. I've run
out of memory and can'’t solve this one. Help!” Of course, some critical
situations can be anticipated and planned for in advance (e.g., in this
example, some lower-level separation assurance monitor or indepen-
dent collision-avoidance system like ATARS could prevent the acci-
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dent), but there will undoubtedly be other situations where software
limitations surface at exactly the wrong moment.

In these cases, the controller will have to do the best he can to
accommodate the failure. He might be able to pose the problem differ-
ently to the software, or he might see that it is not really a problem after
all. But he may instead discover that in trying to handle the situation
before reporting failure, the automatic problem-solver caused more
problems than it solved. In any case, the controller must immediately
make a transition from his monitoring role, intervene, diagnose the
problem, and correct it in time. Whether it is intended or not, the
controller force will be required to finish debugging AERA after it has
become operational.

That debugging job becomes almost impossible when software fail-
ures of the third type occur. Not only must the controller back up a
software system that can fail, he must watch that system to spot fail-
ures it cannot know about itself. The contradiction here, of course, is
that even as the nominal traffic situation is getting so complex or
large-scale that the human controller cannot handle it alone (per
AERA productivity-improvement plans), the task of reliably monitor-
ing the AERA control system as well is added to his responsibilities.
Furthermore, even the most skilled controllers will be hard-pressed to
notice these errors at all—and when they do, they may have no way of
knowing what to do about them. The only way out of this trap is to
create perfect software. We know that cannot be done.

SHARED CONTROL

Unlike AERA, the Shared Control system will be continually in
transition. At every point, ATC specialists will be using a set of auto-
mated aids which may be coordinated manually or automatically. Over
time, the number and capabilities of these aids will increase, until
performance by about the year 2000 approximates or exceeds that of the
AERA system. What distinguishes this scenario from the AERA one
are (1) the means of arriving at this highly automated future, and (2)
the degree of control continuously available to the human specialist as
the scenario progresses.

Central to this scenario is the evolutionary introduction of increas-
ingly powerful automated aids for the ATC specialist. This process has
characterized ATC evolution so far, and we feel it should continue to
do so. The problem of when to “throw the switch” to make the change
to a fully automated control system is never encountered in this sce-
nario. Instead, the human specialist gradually performs fewer and
fewer mental and physical control functions as his automated assis-
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tants become smarter and more numerous. He thus has a chance to ease
gradually out of the role he knows and into that of subsystem activator
and configurer. We have ended the scenario with even that function
available to him automatically, but never is he denied the opportunity
for active performance of any control function.

The ability of the human specialist to dynamically vary the alloca-
tion of tasks between himself and the computer is critically important
to any future ATC system. In the Shared Control scenario, under rou-
tine conditions, specialists in the year 2000 will be able to assign some
or all control functions for some or all aircraft to automated modules,
retaining the remaining functions for themselves. They will be able to
perform these functions much as they do today, or they will be able to
selectively activate planning and monitoring modules as they desire.
For example, in evaluating alternative trajectories for an aircraft, they
will be able to use PAM to simulate future hypothetical situations,
rather than relying on their own abilities to mentally simulate trajecto-
ries.

We must stress that these modules must be explicitly designed to
be used in this fashion. If such capabilities exist only within a highly
integrated automated package such as the AERA system, even the
provision of sophisticated add-on man/machine interface packages may
not enable their use in the fashion discussed here. Human needs must
be given top priority during the initial design process.

The major rationale for allowing controllers to have flexibility in
using the ATC computer system is that it enables them to maintain an
optimal workload. In ATC and other complex control tasks, human
performance degrades rapidly over time under either very low or very
high workloads. Thus, in this scenario, in periods of low to very low
airspace activity, specialists might perform many of the control func-
tions for all aircraft or at least explicitly delegate functions to automa-
tion on a case-by-case basis. They will thereby remain involved enough
to avoid lapses in attention that would impair their ability to recognize
and respond to critical events in the airspace or in the operation of the
ATC system. In periods of moderate air traffic, specialists will be able
to assign more functions to automated control and perform only some
functions themselves for selected aircraft. In heavy traffic periods, spe-
cialists will be able to provide required system throughput by assigning
most routine planning and control to the machine. In this situation,
their workload will consist of pilot requests that require their attention
and highly selective intervention to modify or override trajectories
planned by the automation system.

Although specialists could intervene in any control function, most
observers believe they should rarely perform routine flight-track moni-
toring functions (e.g., delivering previously planned clearances at ap-
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propriate points, detecting deviations from expected trajectories)[9,12].
These functions are among the most time critical and must interface
to independent conflict-alert or collision-avoidance systems. They will
be developed and deployed earliest in the evolution of this comprehen-
sive system of automated aids.

Planning functions, on the other hand, are less time critical and
permit numerous opportunities for constructive human involvement.
Any automated system will confront unusual airspace situations and
system failures that require human intervention. ATC specialists must
therefore maintain their skills for actively planning individual aircraft
routes. They may decide to plan a trajectory from scratch or to modify
a machine-suggested one. They may direct the various machine plan-
ning modules (the strategic or tactical planners, for example) to investi-
gate and display the results of alternative “what if”’ options. They may
opt to temporarily change the heuristics used for planning by selecting
among built-in alternative strategies for plan generation. In short, they
will be able to view the machine as an extension of their own planning
expertise, instead of the other way around.

Although specialists will allocate primary planning or control func-
tions, the machine will operate in a “shadow” mode at all times. A
specialist planning and entering trajectories for aircraft may or may
not use PAM for simulating future conditions and evaluating proposed
plans. In either case, the plans he enters will be automatically evalu-
ated for potential conflicts by the planning software, which will gener-
ate alerts when there are gross errors in planning. The human-entered
plans might also be evaluated for efficiency relative to plans generated
in the background by the automated planner, and advisories could be
issued to the specialist when the planner determines that its solution
is significantly better. Thus, the automated capabilities would serve as
a redundant check on whatever functions the ATC specialist decides to
perform, thereby reducing the potential effect of human errors and
limitations. Unlike a system where the automation initiates solutions
and requires the human to understand them and spot infrequent errors,
Shared Control provides truly operational dissimilar redundancy.

The design serves a heuristic function as well. By actively generat-
ing solutions and then receiving performance feedback from the ma-
chine, specialists will achieve a better understanding of how the
automated problem-solver works. This understanding will be invalu-
able when the system is operating in a mode where the automation is
generating solutions and the humans are monitoring its performance,
making them better able to perform the problem detection and correc-
tion functions described in the AERA context.

As a final consideration, we note that using the system in this way
will enable specialists to maintain their control skills in the course of

S W et

W aget T

R




38

normal activities. Requirements for expensive special skill-mainte-
nance training will be significantly reduced, and we believe these gains
will more than offset the occasional inefficiency in system operations
that may be introduced when controllers take an active role in planning
aircraft trajectories.

The main problem with this dynamic task allocation scheme is that
designing such flexible automated components is very difficult. It re-
quires the design of facile man/machine displays and input/output de-
vices. Even more critical are the specific information requirements of
the displays, keypads, and touchpanels. Extensive experiments must be
performed to learn just what information the human specialist will
need, how and when he will need it, and how to format and accept his
actions in response to it.3 The challenge is formidable.

In summary, our Shared Control scenario provides several valuable
features:

e Human-workload management to overcome the negative ef-
fects of workloads that are too low or too high on human perfor-
mance and attitudes toward work.

¢ Dissimilar redundancy provided by automated checking of hu-
man actions.

¢ Opportunities for improved synergy between controller and
computer, resulting in a better understanding of computer
functioning by specialists.

e Skill maintenance through normal on-the-job activities rather
than external training.

From the human-role perspective, at least, this scenario appears
quite promising.

3See Appendix C for a preliminary set of experiment specifications.
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V. TECHNICAL AND ECONOMIC
IMPLICATIONS

In this section, we project technical performance and economic
expectations for each scenario. By technical performance. we mean
those aspects of each scenario which relate to the three primary goals
of ATC: operational safety, fuel-use efficiency, and controller productiv-
ity. Where we can explicitly use quantitative information, we will
carefully identify our information base: where we cannot, or where
others have done so without sufficient justification, we will so state. By
economic implications, we mean the cost and policy ramifications of
choosing one pathway over another. Again, our projections are more
qualitative than quantitative. Although our focus is primarily on the
ultimate gains achievable under each scenario, we shall discuss interim
systems where possible.

BASELINE

Extending present-day ATC practice into the next two decades will
necessarily degrade overall system performance. All of the major goals
of ATC will be increasingly compromised under the press of additional
demand.

Consider the issue of safety. The largest contributors to system
errors today are inadequate coordination between sectors, poor com-
munication, and mistakes in judgment [19]. These problems will multi-
ply as traffic increases. With denser traffic loadings will come smaller
average sector sizes and more controller teams. Coordination require-
ments between adjacent sectors and teams will increase as the average
sector transit times of aircraft decrease. Thus, a task which already
typically consumes half of a controller’s time! will consume even more.
Communication channels, already overloaded in some areas, will incur
even further delays and spur the use of improper terminology. With too
many aircraft on a scope, a controller may not have the room or the time
to ensure adequate separation.

Air operations will probably decline in efficiency as well. Although
better three- and four-dimensional navigation systems are permitting
point-to-point routings, the present archaic airspace structure and con-

1Personal communication with Los Angeles Center and Los Angeles International
Airport TRACON personnel.
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troller cognitive limitations prevent their widespread use even today.
Unless a means can be found to let the controller routinely plan a